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Abstract: In order to investigate the electron dynamics at the alizarin/I,~/TiO; interface this study uses a
novel state-of-the-art quantum-classical approach that combines time-dependent density functional theory
with surface hopping in the Kohn—Sham basis. Representing the dye-sensitized semiconductor Gratzel
cell with the I7/1;~ mediator, the system addresses the problems of an organic/inorganic, molecule/bulk
interface that are commonly encountered in molecular electronics, photovoltaics, and photoelectrochemistry.
The processes studied include the relaxation of the injected electron inside the TiO, conduction band (CB),
the back electron transfer (ET) from TiO, to alizarin, the ET from the surface to the electrolyte, and the
regeneration of the neutral chromophore by ET from the electrolyte to alizarin. Developing a theoretical
understanding of these processes is crucial for improving solar cell design and optimizing photovoltaic
current and voltage. The simulations carried out for the entire system that contains many electronic states
reproduce the experimental time scales and provide detailed insights into the ET dynamics. In particular,
they demonstrate the differences between the optimized geometric and electronic structure of the system
at 0 K and the experimentally relevant structure at ambient temperature. The relaxation of the injected
electron inside the TiO, CB, which affects the solar cell voltage, is shown to occur on a 100 fs time scale
and occurs simultaneously with the electron delocalization into the semiconductor bulk. The transfer of the
electron trapped at the surface to the ground state of alizarin proceeds on a 1 ps time scale and is facilitated
by vibrational modes localized on alizarin. If the electrolyte mediator is capable of approaching the
semiconductor surface, it can form a stable complex and short-circuit the cell by accepting the photoexcited
electron on a subpicosecond time scale. The ET from TiO; to both alizarin and the electrolyte diminishes
the solar cell current. Finally, the simulations show that the electrolyte can efficiently regenerate the neutral
chromophore. This is true even though the two species do not form a chemical bond and, therefore, the
electronic coupling between them is weaker than in the TiO,—chromophore and TiO,—electrolyte donor—
acceptor pairs. The chromophore—electrolyte coupling can occur both directly through space and indirectly
through bonding to the semiconductor surface. The ET events involving the electrolyte are promoted primarily
by the electrolyte vibrational modes.

1. Introduction central role it plays in several developing fields: charge transfer
o . across the contacts remains the most important area of study in

For many years scientists have conducted a variety of yq b rgeoning area of molecular electroricsphotoinduced
experiments and developed a number of theoretical models 0T 4t grganic/inorganic interfaces constitutes a major focus of
study the movement of charge in molecules and solldjstate research in the chemistry of photoelectrolyiisyhotocataly-
structures. Electron transfer (ET) across molecular/bulk inter- sis7#and color photograph¥and interfacial ET is the primary
faces, however, is still poorly understood, a deficit that is due step in many solar energy conversion devices, since it creates
to the fact that the two components of the interface are not only ee charge carriers upon the absorption of a photon. The
starkly different in themselves but also typically investigated geyelopment of solar cells is a particularly lively area of research
by different disciplines: molecules which show finite sets of - _ -
discrete, localized orbitals are typically studied by chemists; 8; B B ey L e 30 L M. Bard, A AM,
inorganic bulk materials which are characterized by continuous Chem. S0c2004 126, 4035.

. . .. (3) Zhirnov, V. V; Cavin, R. K.Nat. Mater.2006 5, 11.
bands of delocalized quantum states are studied by physicists. (4) i, B.; Zhao, J.; Onda, K.; Jordan, K. D.; Yang, J. L. PetekSdience
The intrinsic differences between the electronic and vibrational 2006 311, 1436.
. 5) Lewis, N. S.J. Electroanal. Chen2001, 508, 1.

states of the two systems, as well as the often disparate sets of(g) Memming, R.Semiconductor Electrochemistiyiley-VCH: Weinheim,
theories and experimental tools used by chemists and physicists,m %?1%%,' We Ma. W. H: Chen. C. C.: Zhao. 3. C.: Shuai. ZJGAm. Chem
create challenges for the study of the orgafiiorganic Soc.2004 126, 4782. T T T '
interface. In responding to these challenges, many researchers(®) firakawa, T.; Whitesell, J. K.; Fox, M. Al. Phys. Chem. B2004 108

have focused on molecular/bulk interfacial ET because of the (9) Liu, D.; Hug, G. L.; Kamat, P. VJ. Phys. Chem1995 99, 16768.
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in which a wide variety of new designs are being investigated, the theoretical analysis of the general properties of the

including dye-sensitized semiconductor solar cEld® as-

interfacé*355761 and for detailed computer simulations of

semblies of inorganic semiconductors with conjugated poly- specific systems, which typically include a Ti®emiconductor

mersi’20 as well as devices employing quantum d8t3?
fullerenes?#25 carbon nanotube®¥;2527 and other recently
discovered materials.

Dye-sensitized semiconductor solar cells, oft@hcells, are

surface and a chromophdit&.’2 The latter is either a relatively
large organic molecule or a complex of a transition metal with
smaller organic ligands.

The conversion of the solar energy into an electric current in

particularly valuable systems to study. They form one of the the Grazel cell starts with the photoexcitation of the chro-
most promising alternatives to the more costly traditional solar mophore from its ground state, which is located energetically

cells, and the chromophorsemiconductor interface that is their

in the semiconductor band gap, to an excited state that is

key component provides an excellent general case for investi-resonant with the Ti@conduction band (CB) (Figure 1). After
gating the organic/inorganic interfacial ET. The extensive the excitation, an electron is injected from the chromophore to
experimental efforts devoted to characterizing the chemical the semiconductor surface, typically on an ultrafast time scale,
structure, electronic properties, and electron-vibrational dynam- 7i. The injection competes with intramolecular relaxation to

ics of dye-semiconductor systeris16.28-56 create a basis for

(10) Oregan, B.; Gitzel, M. Nature 1991, 353 737.

(11) Huang, S. Y.; Schlichthorl, G.; Nozik, A. J.; Gratzel, M.; Frank, AJJ.
Phys. Chem. B997 101, 2576.

(12) McConnell, R. DRenew. Sustain. Energy #2002 6, 273.

(13) Tributsch, H.Coord. Chem. Re 2004 248 1511-30.

(14) Biju, V.; Micic, M.; Hu, D. H.; Lu, H. P.J. Am. Chem. So@004 126,
9374.

(15) Anderson N. A,; Lian, T. QAnn. Re. Phys. Chem2005 56, 491.

(16) Watson, D. F.; Meyer, G. Ann. Re. Phys. Chem2005 56, 119-56.

(17) Anderson, N. A.; Hao, E. C.; Aj, X.; Hastings, G.; Lian, T.Ghem. Phys.
Lett. 2001, 347, 304.

(18) Lonergan, MANnn. Re. Phys. Chem2004 55, 257—98.

(19) Haque, S. A.; Palomares, E.; Cho, B. M.; Green, A. N. M.; Hirata, N;
Klug, D. R.; Durrant, J. RJ. Am. Chem. So@005 127, 3456.

¢}
(20) Fourier S.; Colladet, K.; Cleij, T. J.; Lutsen, L.; Gelan, J.; Vanderzande,

D.; Nguyen, L. H.; Neugebauer, H.; Sariciftci, S.; Aguirre, A.; Janssen,
G.; Goovaerts, EMacromolecule007, 40, 65.

(21) Nozik, A. J.Annu. Re. Phys. Chem2001, 52, 193.

(22) Schaller R. D.; Klimov, V. IPhys. Re. Lett. 2004 92, 186601.

(23) Kamisaka, H.; Kilina, S. V.; Yamashita, K.; Prezhdo, O.Nano Lett.
2006 6, 2295.

(24) Scharber, M. C.; Wuhlbacher, D.; Koppe, M.; Denk, P.; Waldauf, C.;
Heeger, A. J.; Brabec, C. |Adv. Mater. 2006 18, 789.

(25) Segura, J. L.; Martin, N.; Guldi, D. MChem. Soc. Re 2005 56, 31—47.

(26) Kymakis, E.; Amaratunga, G. A. App. Phys. Lett2002 80, 112-14.

(27) Habenicht, B. F.; Craig, C. F.; Prezhdo, O.Rhys. Re. Lett. 2006 96,
187401.

(28) Tachibana, Y.; Moser, J. E.; Gral, M.; Klug, D. R.; Durrant, J. RJ.
Phys. Chem. B996 100, 20056-20062.

(29) Liu, Y.; Dadap, J. I.; Zimdars, D.; Eisenthal, K. B.Phys. Chem. B999
103 2480.

(30) Ramakrishna, G.; Ghosh, H. N.; Singh, A. K.; Palit, D. K.; Mittal, JJP.
Phys. Chem. 001, 105, 12786.

(31) Piotrowiak, P.; Galoppini, E.; Wei, Q.; Meyer, G. J.; Wiewior, RAm.
Chem. Soc2003 125 5278-79.

(32) Furube, A.; Katoh, R.; Hara, K.; Sato, T.; Murata, S.; Arakawa, H.; Tachiya,

M. J. Phys. Chem. BR005 109 16406-14.

(33) Hannappel, T.; Burfeindt, B.; Storck, W.; Willig, . Phys. Chem. B997,
101, 6799.

(34) Ramakrishna, S.; Willig, RI. Phys. Chem. B00Q 104 68.

(35) Ramakrishna, S.; Willig, F.; May, V.; Knorr, Al. Phys. Chem. B003
107, 607.

(36) Schwarzburg, K.; Ernstorfer, R.; Felber, S.; Willig,&oord. Chem. Re
2004 248 1259.

(37) Gundlach, L.; Felber, S.; Storck, W.; Galoppini E.; Wei, Q.; Willig, F.
Res. Chem. Intern2005 31, 39-46.

(38) Persson, P.; Lundqvist, M. J.; Ernstorfer, R.; Goddard, W. A.; Willig, F.
Chem. Theory Compu200§ 2, 441—-51.

(39) Ghosh, H. N.; Asbury, J. B.; Lian, T. @. Phys. Chem. B998 102
6482-86.

(40) Asbury, J. B.; Ellingson, R. J.; Ghosh, H. N.; Nozik, A. J.; Ferrere, S.;
Lian, T.J. Phys. Chem. B999 103 3110.

(41) Asbury, J. B.; Hao, E.; Wang, Y.; Lian, T. Phys. Chem. R00Q 104,
11957-64.

(42) Asbury, J. B.; Hao, E. C.; Wang, Y. Q.; Ghosh, H. N.; Lian, TJQPhys.
Chem. B2001, 105, 4545.

(43) Anderson, N. A.; Hao, E.; Ai, X.; Hastings, G.; Lian, Fhysica E2002
14, 215.

(44) Asbury, J. B.; Anderson, N. A.; Hao, E.; Ai, X.; Lian, J. Phys. Chem.
B 2003 107, 7376.

(45) Wang, Y.; Hang, K.; Anderson, N. A.; Lian, T. Phys. Chem. R003
107, 9434.

(46) Anderson N. A.; Lian, T. QCoord. Chem. Re 2004 248 1231.

(47) She, C. X;; Anderson, M. A.; Guo, J. C.; Liu, F.; Goh, W. H.; Chen, D.
T.; Mohler, D. L.; Tian, Z. Q.; Hupp, J. T.; Lian, T. @. Phys. Chem. B
2005 109, 19345-55.

(48) Ai, A.; Anderson, N. A.; Guo, J. C.; Lian, T. @. Phys. Chem. B005
109, 7088.

lower energy excited states, such as the triplet states of the
transition metal chromophoré%#8or back to the ground state.
Following the transfer, the electron diffuses into the bulk,
simultaneously relaxing to the bottom of the CB and losing its
energy to vibrationss, in Figure 1. In order to complete the
cell circuit it must then move to the electrode that is attached
to the semiconductor, carry an electric load, reach the second
electrode, and transfer to the cell mediator which carries it back
to the chromophore ground state. Occasionally, the electron
remains trapped at the surface. The trapping of the electron
immediately after the injection becomes a factor if the relaxation
inside the CB occurs faster than the delocalization into the bulk,
and if the surface contains many defects or unsaturated bonds
that support surface states. But surface trapping can be important
even if the electron is able to diffuse into the bulk. In order to
optimize light harvesting and maximize charge separation, the
semiconductor is designed to have a high surface area with
multiple chromophore adsorption sites. For instance, the semi-
conductor may be prepared as a collection of;@noparticles
that have been sintered together. In that case, the injected
electron is never far from the surface and can easily return to it
before it reaches the electrode. The position of the electron
relative to the surface determines whether it will reach the

(49) Trachibana, Y.; Haque, S. A.; Mercer, . P.; Durrant, J. R.; Klug, DI.R.
Phys. Chem. R00Q 104, 1198-1205.

(50) Ramakrishna, G.; Singh, A. K.; Palit, D. K.; Ghosh, H.INPhys. Chem.
B 2004 108 4775-47833.

(51) Ramakrishna, G.; Jose, D. A.; Kumar, D. K.; Das, A.; Palit, D. K.; Ghosh,
H. N. J. Phys. Chem. B005 109, 15445-15453.

(52) Huber, R.; Spoerlein, S.; Moser, J. E.;"@g, M.; Wachtveitl, JJ. Phys.
Chem. B200Q 104, 8995.

(53) Huber, R.; Moser, J. E.; Gzel, M.; Wachtveitl, JJ. Phys. Chem. B002
106, 6494.

(54) Matylitsky, V. V.; Lenz, M. O.; Wachtveitl, JJ. Phys. Chem. B200§
110, 8372.

55) Zhang, D. S.; Downing, J. A.; Knorr, F. J.; McHale, J.JLPhys. Chem.

B 2006 110, 21890.

(56) Pollard, J. A.; Zhang, D. S.; Downing, J. A.; Knorr, F. J.; McHale, J1.L.
Phys. Chem. 2005 109, 11443.

(57) Ramakrishna, S.; Willig, F.; May, \J. Chem. Phy2001, 115 2743-56.

(58) Wang, L. X; May V.J. Chem. Phys2004 121, 8039.

(59) Wang, L. X.; Willig, F.; May, V.J. Chem. Phys2006 124, 014712.

(60) Thoss, M.; Kondov I.; Wang, H. BChem. Phys2004 304, 169.

(61) Kondov I.; Thoss, M.; Wang, H.. Phys. Chem. 2006 110, 1364-74.

(62) Kondov, I.; Wang, H. B Thoss, Mnt. J. Quant. Chen2006 106 1291.

(63) Rego, L. G. C.; Batista, V. §. Am. Chem. So2003 125, 7989.

(64) Abuabara, S. G Rego, L. G. C; Batista, V.JSAm. Chem. So2005
127, 18234.

(65) Stier, W.; Prezhdo, O. \d. Phys. Chem. BR002 106, 8047.

(66) Stier, W.; Prezhdo, O. Msr. J. Chem2002 42, 213.

(67) Stier, W.; Duncan, W. R.; Prezhdo, O. Xdv. Mater. 2004 16, 240.

(68) Duncan, W. R.; Stier, W. M.; Prezhdo, O. ¥. Am. Chem. SoQ005
127, 7941.

(69) Duncan W. R.; Prezhdo, O. \J. Phys. Chem. BR005 109 17998.

(70) Duncan W. R.; Prezhdo, O. \J. Phys. Chem. BR005 109, 365.

(71) Craig, C. F.; Duncan, W. R.; Prezhdo, O. Rhys. Re. Lett. 2005 95,

163001.

Duncan, W. R.; Prezhdo, O. VAnnu. Re. Phys. Chem2007, 58, 143.
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relaxation and delocalization of the electron within the FiO
CB influence the back-ET rate and are also critical processes
Vacuum to understand.
""""""""""""""" Many experimentalists have investigated these issues in dye
TiO, systems by using time-resolved laser spectroscopies to
monitor the electron evolution in real time. A particularly large
CB body of work is devoted to the injection procé8g8-48.5253
45 eV The back-ET in these systems has been studied to a lesser extent,
Injection T, with the observed time scales ranging from subpicoseconds to
Delocalization Ty e N S milliseconds30.33.43455055 The faster rates occur when the
; 1 diffusion into the bulk is limited, or when the electron is trapped
Relaxation t"g at the surface. In comparing the charge-transfer dynamics
hy hy in a catechotTiO, nanoparticle system with those in the
Ti(catechol)?>~ complex in solution, Lian and co-worképs
Recombination *, observed a 200 fs back-ET process in the latter and a
T, \ So multicomponent back-ET process in the former. They attributed
the fast 400 fs component that they observed with the nano-
particle system to electrons trapped at or near the initial Ti
centers and the slow components to trapped states farther away.
The time-resolved experiments of Ramakrishna et al., performed
with the ruthenium-polypyridyl complexes strongly coupled
VB to TiO, nanoparticle$! indicated that 30% of the injected
electrons recombined with a time constant of less than 2 ps.
TiOz Chromophore The fastest back-ET component observed by the same group
with quinizarin-sensitized Ti@was 600 fs, indicating that the
charge separation lasts longer in the ruthenium-based systems
Ti<Tg~Ty<T; than in organic dye-sensitized Ti@anoparticles with similar
Figure 1. Energy diagram of the chromopher&iO, interface. An dye—semiconductor interactior?8:° By comparing the back-
absorbed photon promotes an electron from the ground stgte{$he ET dynamics involving ruthenium bipyridyl and porphyrin
dye, located in the semiconductor energy gap, into an excited stgte (S i ; .
that is in resonance with the CB. Typically, the dye excited state is well sensmz_er dyes, Trachibana et_ al. _Con(_:IUd_Gd _that the mu!t'ex'
inside the CB. An additional direct photoexcitation from the dye ground ponential nature of the recombination kinetics is not associated

state into a semiconductor state near the CB edge becomes possible withwith properties of the sensitizer dye, but rather with heteroge-
strong chromophoresemiconductor coupling. In some systems, such as neities and trap states in the Hi®Im 49

alizarin-sensitized Tig) the dye excited state is located near the edge of . . . .
the TiO, CB. Efficient electron injection into the edge of the CB avoids Wachtveitl and co-workeP$~>* studied the back-ET in the

the energy and voltage loss by relaxation to the CB edge that is inevitable alizarin/TiO, system, as well as alizarin/ZgOIn the TiG

if injection occurs high in the CB. The injected electron delocalizes from system, which is the subject of our current work, they found
the surface to the bulk, simultaneously relaxing to the bottom of the CB by Iti hl . bination d . ithi id ' i
coupling to vibrations. The electrons that return to or remain trapped at the muliphasic recombinaton dynamics within a wide range orime
surface recombine with the positive charges residing on the chromophore Scales from 400 fs to nanoseconds. They tested the role of
and with the electrolyte mediator. surface trap states by analyzing the dynamics in alizarin/ZrO
The bottom of the Zr@CB is about 1.3 eV higher than the CB

- ' it e in TiO,, and the excited state of the alizarin molecule is
recombining with the positive charge remaining on the chro- gjgnificantly below the Zr@band edge. Following an ultrafast
mophore after the injection or by transferring onto the electrolyte .ansfer from the chromophore to the surface trap states that
mediator. The mediator is located near the surface, since it bringsy . rred within less than 100 fs. the electron was unable to

electrons from the counter electrode in order to regenerate theyg|ocalize into the bulk. and it transferred back onto the dye
neutral chromophore. drastically enhancing the dye fluorescefi¢&he repopulation

~ Clearly, the relative yields and rates of these processes e dye excited state took place within 450 fs; the subsequent
influence the efficiency of the cell-13 If the photoexcited relaxation to the ground state took 160 ps. Receftlhe
electron decays to a low-energy chromophore state on a fasteRyachtveitl group studied injection and back-ET in the alizarin/
time scale than does the injection, or if the recombination at TiO, system at a range of pH values. The pH change was
the surface is faster than the delocalization into the bulk, there enough to move the CB edge by 0.42 eV, and at higher pH the

will be very little current. Similarly, if an electron that has gy cited electrons were forced to inject into surface trap states:
already reached the bulk returns to the surface and recombinegy,o injection was ultrafast across the entire pH range; and the

with the chromophore or electrolyte, the current will be reduced. pack-ET showed multiphasic kinetics that depended on the
It is also a concern that electron relaxation to the band edgeacidity of the solution. In all pH values ranging from 2 to 9,
can decrease cell voltage. Developing a theoretical understandingne authors observed a picosecond back-ET component.

of each of these processes is vital to the efficient improvement  gactron back-transfer can also involve the cell electrolyte

of solar devices. The electron injection is typically faster than mediator. In general, the role of the redox mediator in thez8ta
the intramolecular relaxation to the ground electronic state; the cell is well-understood® 731t takes an electron from the counter

latter rarely affects the cell performance. The role of the electron
back transfer (back-ET), however, is particularly important. The (73) Kelly, C. A; Meyer, G. JCoord. Chem. Re 2001, 211, 295.

Energy

3.2eV

electrode or whether it will short circuit the celk) by

8530 J. AM. CHEM. SOC. = VOL. 129, NO. 27, 2007
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electrode and brings it to the chromophore, reducing it and Oppenheimer) state that changes its localization from the dye
making it ready for the next photoexcitation/injection cycle. But to the semiconductor. In NA ET the electron quantum-
the mediator can also affect the cell performance negatively by mechanically hops (tunnels) between adiabatic states. The NA

removing the photoexcited electron from the 7iOB, causing

a short circuit. The dynamics of the ET from the mediator to
the chromophore and from TpQo the mediator are harder to
study by laser techniques than is the chromophdi©; ET,

movement of charge from the dye to the semiconductor can
occur at any nuclear configuration and is particularly important
when the dye-semiconductor coupling is weak. The mechanism

responsible for ET is relevant because the optimal conditions

since the mediator is not chemically attached to its ET partners are in each case substantially different. NA transfer does not
and it diffuses in and out of the reaction region. The ET rates require a strong donefacceptor interaction but relies rather on
involving the mediator should be very sensitive to the details a high density of states (DOS) in the CB. Since a DOS grows
of the diffusion process, such as the fluctuation of the distance with energy’®> an increase of the chromophore excited-state
to the chromophore or the semiconductor and the time spent inenergy relative to the CB edge will accelerate the NA transfer.
their vicinity. The structure of the solvent surrounding the ET At the same time, the photoexcitation energy and solar cell
reaction pair can play a critical role. Further complications may voltage will be lost due to the relaxation of the injected electron
arise because the mediator that has approached the chromophote the bottom of the CB. In the event of NA ET it is also
also lies in close proximity to the semiconductor. important to minimize chromophore intramolecular vibrational
The standard Gtazel cell uses the VI3~ redox pair electrolyte. relaxation, which lowers the chromophore energy and thereby
Wijayantha and co-workers have argued that the dye-regenerathe accessible DOS. The rate of NA ET will decrease expo-
tion reaction involves t—.74 The intensity dependence of the nentially with the increasing distance between the donor and
electron lifetime that these authors observed was consistent withacceptor species. Conversely, the adiabatic ET requires strong
a second-order ET mechanism, leading to the following chemical donor—acceptor coupling but depends much less on the density
scheme: of acceptor states. Since adiabatic transfer requires an energy
fluctuation that can bring the system to the transition state, a
fast exchange of energy between vibrational modes of the
chromophore will increase the likelihood of adiabatic ET. We
found that in low-temperature simulations in which the photo-
excited state was well within the CB and the chromophore was

l;”=1,+17, K, ~ 10 " mol-dm *in acetonitrile (1)

21, S, I, +17 attached to the semiconductor via a carboxylic acid bridge, the
’ NA mechanism dominate®d. At room temperaturé5—71 the
I+ e— 21" adiabatic mechanism accounted for the majority of ET, both

for injection deep within the band occurring through the
carboxylic acid bridge and for injection at the band edge
occurring through a hydroxyl bridge. Unlike NA ET, which
requires a large DOS, adiabatic ET can occur on an ultrafast

The disproportionation reaction competes with the direct ET.
The kinetics of both ET reactions involving heutral and 4~
anion match the experimental results.

A deep understanding of the various processes involved in
interfacial charge transfer cannot be achieved without theoretical
modeling that helps to clarify the underlying mechanisms and
to interpret the experimental data. There are two different
strategies for modeling the interfacial ET in real time: in one,
fully quantum-mechanical electronic and vibrational dynamics
are investigated using a simplified model of the interf4cg>76!
and in the other, an explicit atomistic representation of the
interface is combined with quantum-classical or semiclassical
electron-vibrational dynamic8:72 Both strategies have their
advantages: simplified models allow the authors to systemati-
cally vary the model parameters and to study the influence of
various interface properties on the electron dynamics. Atomistic

simulations, on the other hand, can treat a much more realistic

interface, including the time-dependent geometric and electronic : e an -
Jelaxation process individually and as they occur in parallel.

structure of the chromophore, the surface, and the chromophor
surface binding.
In our previous work we performedb initio time-domain

time scale even at the band edge, where the DOS is much

Ismaller. This discovery has the potential to help in the design

of cells with higher voltages, since the voltage lost by the
electron relaxation in the CB will be much smalféiOur earlier
results also indicate that the delocalization of the electron from
the surface into the bulk takes on the order of 1088fs.

In this paper we expand on our earlier w&rk? and
investigate the relaxation of the injected electron inside the TiO
CB, the back-ET from Ti@ to alizarin, the transfer of the
electron from the surface to the electrolyte, and the regeneration
of the neutral chromophore. Following a description of our
theoretical approach,we consider the geometric and electronic
structure of the interface optimized at zero Kelvin, study thermal
fluctuations that substantially affect the interface electronic
structure and activate atomic vibrations, and then focus on each

2. Theory

atomistic simulations and investigated the rates and mechanisms This paper describes our real-time, fully atomistic simulations using

of the electron injectioi® 72 We found that there was a
competition between nonadiabatic (NA) and adiabatic types of
ultrafast transfer. Adiabatic ET is mediated by a strong coupling

the mixed quantum-classical appro&dhat combines time-dependent
(TD) density functional theory (DFT§ 7 with surface hopping

(75) Kittel, C. Introduction to solid state physic#Viley: New York, 1996.

between the chromophore and the semiconductor. During the(76) Marques, M. A. L.; Gross, E. K. UAnnu. Re. Phys. Chem2004 55,

transfer, the electron remains in the same adiabatic (Born

(74) Fisher, A. C.; Peter, L. M.; Ponomareyv, E. A.; Walter, A. B; Wijayantha,
K. G. U.J. Phys. Chem. B00Q 104, 949.

427.
(77) Baer, R.; Neuhauser, D. Chem. Phys2004 121, 9803.
(78) Tretiak, S.; lgumenshchey, K.; Chernyak,Rhys. Re. B 2005 71, 033201.
(79) Li, X. S.; Frisch, M. J.; Tully, J. C.; Schlegel, H. B. Chem. Phys2005
123 084106.
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(SHY%%2in the Kohn—-Sham (KS) representation. The electrons are
treated quantum mechanically by many-body DFT, and the nuclei,
which are much heavier and slower, are treated classically. The

Using these values for the NA coupling, we propagate eq 4 with the
second-order differencing schethesing a 102 fs time step.

In order to use these equations to monitor the alizarin/E¥3tem,

following three subsections describe the TDDFT and SH components we make the following assumptions: First, in our TDDFT calculations

of the approach and provide simulation details.

2.1. Time-Dependent Kohr-Sham Theory for Electron—Nuclear
Dynamics. The electron density is the central quantity in DTt is
represented within the KohrSham (KS) approaéhby the sum of
the densities of the KS orbitads,(x,t) that are occupied by, electrons:

Ne

p(r,t) =

n=

lp(r B )

The evolution of the electron density is derived by applying the TD
variational principle to the KS energy,

Ne Ne

Bl = 5 @olKigTt S @plVig Ot
P} ; p p Z P p

p(r',t) p(r.b)
—ff

drd’ + Ede} (3)
where the right-hand side consists of the kinetic energy, the eleetron
nuclear attraction, the electrerlectron Coulomb repulsion, and the
exchange-correlation energy functional. The TD variational principle
gives a set of single particle equations for the evolution of the KS
orbitalg®7°

Ir—r

App(r,t)
at

i =HCRY gt  pP=12..N, (4

in which the Hamiltonian depends on time through the external potential
created by the vibrational motion of the nuclei. These equations are
coupled, since the DFT function#d, is dependent on the total electron
densityp(r,t), eq 2.

The TD one-electron wavefunctions(r t) are expanded on the basis
of adiabatic KS orbital&(r;R(t)) that we obtain by a time-independent
DFT calculation for the current atomic positions; this process will be
detailed below. In particular, the KS orbital that corresponds to the
photoexcited (PE) state is expanded as

%&D=Z%@¢NR®) (5)

Inserting this equation into the TD KS eq 4 gives the evolution of the
expansion coefficients

9
Iha_t Gt = Z a(t) (60 + dy) (6)

wheree is the energy of the adiabatic KS orbitalanddy is the NA
coupling between orbital§ and k. Atomic motions produce the
parametric dependence of the adiabatic KS orbitals on time and
determine the NA coupling. We calculadg numerically as the overlap

of orbitalsj andk at sequential time stefis

. .~ - dR ol ~
d]k = _Ihl:[;bj [Vl L ot = i 5t (PkD

01 7+ AT T+ AL GO0 (D)

(80) Tully, J. C.J. Chem. Phys199Q 93, 1061.

(81) Hammes-Schiffer, S.; Tully, J. @. Chem. Phys1994 101, 4657.
(82) Parandekar, P. V.; Tully, J. . Chem. Phys2006 122, 094102.
(83) Kohn, W.; Sham, L. JPhys. Re. 1965 140, 1133.
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we apply the PW91 exchange-correlation functiciathose kernel is
independent of the frequency of the TD external potential. Frequency
dependent DFT kernéfsare important for describing relatively large
density changes that result from electronic excitations. But since our
system is large, the excitation of a single electron has a relatively small
effect on the total electron density. This allows us to neglect the
frequency effects and assume that the time dependence of the kernel
arises solely as a result of the time dependence of the electron density,
which is smooth and driven by the external potential of the nuclei.
Second, we assume that the ET dynamics are well represented in the
single-electron orbital picture. This assumption is based on the following
facts: Both the linear-response TDDFT calculations and the configu-
ration interaction singlé8calculations indicate that the lowest energy
state in the alizarirTiO, system is dominated by an electronic
transition from the highest occupied molecular orbital (HOMO) to a
virtual orbital that best matches the lowest unoccupied molecular orbital
(LUMO) of free alizarin. Therefore, we model the photoexcitation by
promoting an electron from the HOMO to this virtual orbital. Further,
we focus on the evolution of the single electron that is promoted by
the photoexcitation. It is this PE electron that determines the changes
in the total electron density that are reflected in the electron injection,
relaxation, and back-transfer. The other electrons, which are all in states
below the CB, can be ignored; with the exception of the electron in
the b~ state, they have no empty states below them to transfer to, and
the empty states above them are too energetically distant. In particular
(see Figure 1) the valence band (VB) of i@ well below the HOMO

and virtual orbitals that represent the ground and excited states of
alizarin, and the second electron that remains in the HOMO can neither
relax down to the VB, which contains no empty orbitals, nor be excited
to the CB, since such excitation requires far more energy than is
available at room temperature. Analogous arguments apply to the states
of the redox mediator, which are sufficiently below the CB to make
upward transitions unlikely. In cases involving |we treat the transfer

of the electron from the mediator to the chromophore HOMO separately
from the relaxation of the PE electron; the justification for this
separation is detailed in the results section.

2.2. Fewest Switching Surface HoppingrFewest switches surface
hopping (FSSH) is a popular and well-tested approach to NA molecular
dynamics (MD). Designéfito account for chemical reaction branching
in condensed phase systems, FSSH satisfies detailed b&tamcieh
ensures that the rates of the quantum transitions upward and downward
in energy are related through the Boltzmann factor. The detailed balance
condition leads to thermodynamics equilibrium and is essential for
studies of relaxation processes. FSSH can be viewed as a quantum
master equation where the electronic transition rates are dependent on
time and atomic coordinates. The explicit time dependence of the FSSH
transition probabilities properly accounts for the short-time behavior
of the electronic transition processes, which can lead to the quantum
Zeno and anti-Zeno effect$.®® The dependence of the transition
probabilities on the atomic coordinates creates a correlation between
the nuclear and electronic dynamics. In comparison to FSSH, the
Ehrenfest approacti,which is one of the oldest and most straightfor-
ward NAMD methods, cannot be interpreted as a master equation. It
presents a coherent electronic evolution that can produce neither detailed
balance nor energy relaxatiéh2-

(84) Leforestier, C.; Bisseling, R. H.; Cerjan, C.; Feit, M. D.; Friesner, R.;
Guldberg, A.; Hammerich, A.; Jolicard, G.; Karrlein, W.; Meyer, H. D;

Lipkin, N.; Roncero, O; Kosloff, RJ. Comput. Phys1991, 94, 59.
(85) Perdew, 3. P.; Burke K Wang, Phys. Re. B 1996 54, 16533.
(86) Onida, G.; Relnlng, L Rublo ARev. Mod. Phys2002 74, 601.
(87) Prezhdo O. A Rossky P. Bhys Re. Lett. 1998 81, 5294.
(88) Prezhdo, O. VJ. Chem. Phys1999 111, 8366.

(89) Prezhdo, O. VPhys. Re. Lett. 2000 85, 4413.
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The probability of hopping from stateto statek during the time

stepdt is given in the FSSH 1Y a) Alizarin/TiO,
gjk(t,ét) = ma>(0, bLét) (8)
("
where
a(t) = ¢ (t) g(t) and 2 (] ,
by = 2 Im(ay [y [H1 §; 0 — 2Re(@ay; dy) ©) :ﬁﬁi

If the calculatedjy is negative, the hopping probability is set to zero;

a hop from statg to statek can occur only when the electronic
occupation of statpdecreases and the occupation of skaitecreases.
Since we use an adiabatic KS representation, and the adiabatic KS
orbitals are eigenfunctions &f, the imaginary term in eq 9 vanishes.

In the standard formulation of FSSH, the nuclear velocities are rescaled
after a hop to conserve the total energy of electrons and riiéfei.

the kinetic energy available to the nuclei along the direction of the NA
coupling is insufficient to accommodate an increase in the electronic
energy, the hop is rejected. The hop rejection is responsible for detailed
balance between upward and downward transit#®ns.

The current, simplified implementation of FSSH makes the assump-
tion that the energy exchanged between the electronic and vibrational
degrees of freedom during the hop is rapidly redistributed among all
vibrational modes. Under this assumption, the distribution of energy
in the vibrational modes is Boltzmann at all times, and the velocity
rescaling plus hop rejection can be replaced by multiplying the
probability (8) for transitions upward in energy by the Boltzmann factor.
This simplification significantly increases the computational efficiency
of the method and allows us to use the ground state atomic trajectory

in order to determine the TD potential that drives the electron dynamics,
eq 6. Figure 2. Simulations cells showing the optimized geometries of the
2.3. Simulation Details.In order to capture all of the important ~ @liZ&rin/TiG,, 12 /TiOz, I27/TiOz, and alizarin/j"/TiO, systems. The atoms

P . - are denoted as follows: Ti, large gray; O, red; C, black; H, white; |, larger
processesthe electron injection from the dye to the CB; the relaxation purple. The dangling bonds of the TiGurface are saturated by'Hnd

in the CB; the back-ET from the Tisurface to the dye; and the ET g4~ groups, as expected in solution or ambient humidity. Alizarin attaches
involving the mediator-we functionalize the surface to produce four  to the semiconductor through FO chemical bonds created between the
different systems: (a) alizarin/TiQ(b) 1/TiOy; (3) I27/TiO2; and (4) surface and the chromophore by loss of a water molecule. Neutaigd
alizarin/L/TiO, (Figure 2). The simulation cells contain a slab of TiO  replaces a surface water moleculgis weakly bound and dissociates off
that is five layers thick, with the bottom two layers frozen in the bulk the surface upon heating to room temperature. Fhation replaces OH

) : : . . but is too big to fit within the space vacated by the hydroxyl group. |
configuration. Both surfaces are terminated by hydroxyl groups, which stays bound to the positively charged surface hydrogens and leans toward

are attached to the titaniums, and by hydrogens, which are attached tQne surface in order to maximize the electrostatic interaction of the surface
the bridging oxygen&? Periodic boundary conditions create an array  with both iodine atoms. The arrows in the inserts in parts (b) and (c) indicate
of slabs, but a vacuum above each surface keeps the slabs fromthe surface atoms that are most strongly interacting with the iodines. The
interacting with each other. This structure results in a cell with the 12~ anion is placed close to the alizarin molecule in the combined alizarin/
dimensions 9.3 9.3 x 30 A3. The electronic properties of the systems 12~ system, as expected when the electron injection creates positively
are calculated by DFT with the VASP co#&* The periodic boundary charged alizarin.

conditions and plane wave basis sets that are used in the code ar
especially effective for semiconductors and other extended periodic

systecrins. tT:t? éorﬁ d elr?lctzgns\,/ ?rﬁ smrulst:lrter?l uf’mt? t':]ed \;ar:id:aﬂr bilt systems with alizarin the KS orbital corresponding to the photoexcited
pseudopotentials,and only the vaience electrons are treated explicity. g0 s chosen by selecting the adiabatic state with the largest

The assembled structures of the chromophore and redox medlatorIocalization in the portion of the simulation cell that is occupied by

g? thehtT ,:Q Sur{ﬁlgs ?T:e ?ptlrthI)izeri ?téeror Terlvn:)flrrst, antd éh\?nl arif the dye. The selection of the initial state in the/TiO, system without
ought fo equ um at ambient temperature by repeated velocity chromophore (Figure 2c) is detailed in the results section. An

rescaling A 1 fs MD time step is used for both equilibration and the - ; . .
b ¢ producti U ilibrati diabati d electron is promoted from an occupied orbital to the PE state orbital,
subsequent production runs. Upon equilibration, an adiabatic ground _ "~ "\ AMD run is initiated.

state trajectory is generated in the microcanonical ensemble. The
adiabatic state energies and NA couplings are computed for each of3. Results and Discussion
the steps of the production run. Multiple configurations are harvested

Y

1
2
e, f \.
VS
W

d) Alizarin/1, /TiO,

rom the production run and are used as initial configurations of the
system at the time of the photoexcitation. For each configuration in

The ab initio time-domain simulations of the photoinduced
(90) Horsfield, A. P.; Bowler, D. R.; Fisher, A. J.; Todorov, T. N.; Sanchez, C. electron dynamics at the chromopheseEmiconductor interface,

G. J. Phys.: Condens. Matt&2004 16, 8251. i i i H _
(91) Prezhdd, O. VTheor. Chem. Acc006 116 206, poth with gnq wnhout the redox mediator, create a detailed rgal
(92) Zhang, Z., et alLangmuir2004 20, 4954. time atomistic picture of the charge transfer and relaxation
(93) Kresse, G.; Furthiitler, J. Comput. Mater. Scil996 6, 15. ; ; B ; R
(94) Kresse, G.. Furthiter. J. Phys. Re. B 1096 54, 11169, processes. The following d|scu33|on_empha5|zes se\_/eral issues
(95) Vanderbilt, D.Phys. Re. B 199Q 41, 7892. that are related to the electron dynamics: the geometric structure
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of the interface; the differences in the interface electronic qyyqen from which the hydrogen was removed to form the water
structure &0 K and at room temperature; the relaxation of the  y5jecule-black 3 arrow in Figure 2b inserand 3.21 A from
electron inside the Ti®XCB; the back-ET onto the dye and the  he titanjum that is missing the hydroxyl grotigreen 2 arrow.
redox mediator in systems with only the dye, in systems with g |,_syrface interaction is further enhanced by a hydroxyl
only the mediator, and in systems with both species; and thegroup hydrogen that is 2.53 A from the iodine atobiue 1

ET from the mediator to the dye. _ arrow. The I distance is 2.80 A, and the bond axis is pointed
3.1. Geometric Structure of the Chromophore-Semicon- toward the oxygen. The iodine atom that is farther from the
ductor Interface in the Presence of the Redox MediatorThe surface is tilted in the direction of the titanium, making an angle

position and orientation of the chromophore and redox mediator 5t around 56 between the+1 bond and the surface.

relative to the TiQ surface determine the strength of the The anionic form of the mediatop1 reaches the surface by
interfacial interactions and, therefore, the rates and yields of replacing a hydroxyl group (Scheme 3). Here thé tlistance

the ET processes. Alizarin molecules bind to Ti@rough the s 3 25 A (Figure 2c), substantially longer than in neutgal |
interaction of electron pairs on the hydroxyl oxygens in alizarin s increase is to be expected, since the extra electron occupies
with the d-orbitals of Ti atoms (Figure 2a). The feasible binding 5 ; antibonding orbital. The distance to the closest titanium,
motifs include molecular adsorption and chemical binding ihe one with the missing hydroxyl group, is 3.36-8reen 4
through one T+O bond, through two O bonds directed at 41w in Figure 2c insertwhich is larger than that for neutral

a single Ti atom or two separate ones, as well as a number of|, The stronger interaction betwees land the surface is
possibilities involving tautomerism and hydrogen migration in - ¢acilitated by the surface hydrogens; the iodine atom closest to
alizarin. Among these motifs, the most stable geometry corre- e syrface simultaneously interacts with three separate hydro-
sponds to the bidentate structure that has two chemical bondsgens: the one connected to the bridging oxyg2m3 A, black
directed to the same surface titanium. This conclusion follows 3 5rrow—and two from surface bound hydroxyl grous2. 75
from the ab initio molecular orbital and DFT studies by A prown 5 arrow and 2.88 A. blue 1 arrow. Thellbond is

Thurnauer's grouy on the related catechol molecule. The g pstantially tilted toward the surface, such that the iodine atom
alizarin tautomeric structures associated with hydrogen migration na+ is farther from the surface is close to two hydroxyl

bgtween the hydroxyl and the carboxyl group arg_not possible hydrogens-2.46 A, orange 2 arrowand 2.64 A, not marked,
with catechol; however, the tautomerism destabilizes the mo- gjnce it is in the neighboring image of the simulation cell. The
lecular z-system and requires additional energy. The present ¢|oser one is attached to the Ti with the missing hydroxyl group.
study uses bidentate binding (Figure 2). The bonds are formedre association of,I with the hydrogens on the surface is to
by the loss of a water molecule from the saturated surface pe expected, since the-Imolecule is too big to fit inside the
(Scheme 1). The redox mediator can accept the electron fromSpace vacated by the hydroxyl group, and since the¢gative

the TiO, surface in both neutrap and ionic b~ forms following charge interacts with the partial positive charges of the
the reaction shown in Scheme 1. In order to closely approach hydrogens.

the surface, thezImolecule must displace a water molecule In the combined systemy1 interacts with both the Ti®
(Scheme 2), keeping the overall system neutral. Since thegface and alizarin (Figure 2d). Thellbond is 3.23 A, which
titanium atoms are more deeply buried below the surface thanig gimilar to the bond length in the that is attached to the
are the oxygen atoms, the fnolecule has a better chance of 1516 surface (Figure 2c). The distance between the iodine atom
interacting with the oxygens (Figure 2b). Indeed, the iodine that ¢ s closest to the surface and the titanium atom that is missing
is closest to the surface is located 2.50 A from the bridging the hydroxyl group is 3.28 A. The closest hydrogen attached to

(96) Redfern, P. C.; Zapol, P.; Curtiss, L. A.; Rajh, T; Thurnauer, MJC. a bridging oxygen is 3.46 A a\_Na_y from—_l' Again, two hy_drqul
Phys. Chem. R003 107, 11419. hydrogens have close associations with the surface iodine, 2.44
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-4.5

between the corresponding pair of orbitals, computing the total

E = ; E energy of the system with the promoted electron, and subtracting
5 = =10, — — the total ground state energy. This procedure gives better
— Tio. |k =Ti02 § ] agreement with experiment, in particular the calculated,TiO
55 — Dye — -I[-)I)?ez band gap, which in,/TiO, is 2.58 eV, while the alizarin first

excitation energy in the combined system is 1.54 eV. Although
the more rigorous approach improves the energies, it requires
an additional calculation for each of the 40 excited states and
is therefore not computationally feasible to perform over a
-6.5 2 several picosecond MD trajectory. The NA coupling between
’ the many-electron states that produce the total energies are

Energy, eV
o

—D —D
ye ) . ye determined by the NA coupling between the corresponding pair
-7 — TiO, — Tio, — of orbitals’* Therefore, the values of the coupling are computed
—_ :Tloz“z — } at the same level of rigor as the total energies. Since the
== 110/, Tio, —

-7.5 excessive computational cost make it impractical to obtain the

Figure 3. Energy diagrams involving the key states in the alizaringrio  total energy differences, we chose to scale the energy gaps based
12/TiO2, I27/TiO2, and alizarin/i~/TiO; systems with optimized geometries,  on the experimental data, as described below.

Figure 2. The doubly and singly occupied and vacant states are denoted by . . . _

red, green, and blue bars (gray, light gray, and black in black-and-white), In comparing the electronic Sm'JCture of th'OZ a.md b7/
respectively. The alizarin excited-state is located slightly below the Ti0  TiO2 systems, we note that the singly occupigddrbital that

CB, while the alizarin ground state is well inside the band gap and is closer accepts the PE electron from the semiconductor is lower in
to the TiG, VB. The lowest energy vacant state gfleutral is also slightly ; ; ;

below the TiQ CB edge, while theJlground state is inside the VB. The _e”ergy than the corrgspondlng vacant _Orbltal of neuﬁrémls.
I~ anion singly occupied state is in the middle of the Tiand gap. The IS becagse theT Orb'ta! _a|ready cc_:_ntal_ns an electron, which
TiO, surface state energies are notably perturbed in the combined system lowers its energy. Additional stabilization takes place by the
such that the CB edge moves down, closer to the alizarin excited state.interaction of b~ with a number of positively charged surface
Room-temperature fluctuations in the atomic coordinates have a significant hydrogens. In the system with just alizarin, the alizarin excited

effect on the state energies, as illustrated below in Figure 6. : . . . A
state is located slightly below the Ti@B, while the alizarin

A and 2.98 A. The iodine that is farther away is associated with 9round state is well inside the band gap and is closer to the
hydrogens from surface hydroxyl groups; the distances are 2.391102 VB. Whether or not the first excited state of alizarin is
A and 2.67 A. The interaction betweest land alizarin occurs ~ Just below or just above the edge of the 3iOB has not been
through the upper iodine atom, which is attracted by the determined unambiguously. Calculations using different DFT

positively charged chromophore hydrogens and approachesfunctionals produce a range of resiif?while the experimental
within 3.24 A of them. red shiff? of the spectrum of surface-bound alizarin relative to

3.2. Electronic Structure of the Interface at 0 K. The free alizarin indicates only that there are significantly more,TiO

electron injection, relaxation, and back-transfer dynamics dependStates above than below the alizarin excited state. The experi-
on the energies of the electronic states and the coupling betweerfentally observed efficient electron injection from alizarin
the donor and acceptor levels. The strength of the coupling is M TiO2, together with the strong chromophersemiconductor
directly reflected by the amount of mixing between the donor ¢0UPling and the predominantly adiabatic injection mecha-
and acceptor orbitals. The energies of the electronic states forNism?"%% show that the alizarin excited state is wittkiT of
the four interfacial systems in their optimal geometric structures the TiC; CB at room temperature.
(Figure 2) are presented in Figure 3. Note that the,TGB Including both alizarin and,t in the combined system affects
edge is at slightly different positions in each system. While the states for both surface-bound species; thestate moves
further calculations could determine the common zero point, closer to the CB, and while the alizarin HOMQUMO gap
we were interested only in the relative energies within each sys-remains the same, both alizarin states are also pushed upward
tem, since the relative energies are what determine the electrorelative to the CB. By bringing the energies of the adsorbed
dynamics. The calculated energy gaps are notably smaller thanspecies close to the CB, this cooperativity effect can be expected
the experimental values; in thg ITiO, system the calculated  to speed up the electron injection from alizarin to Zi@he
TiO, band gap is 2.1 eV, and in the combined system the energyback-ET from TiQ to alizarin, and the ET from Tipto the
difference between the alizarin HOMO and LUMO is 1.31 eV, redox mediator. Since all of the systems have a net zero charge,
while the experimental values are 3.2 eV for bulk Tiénd the effect is real, rather than due to some spurious charge that
2.46 eV for the alizarin first excitation ener§3/This is expected is built up in the simulation cell.
with Kohn—Sham energy gaps and DFT functionals that do not ~ As we have discussed in previous arti€lé§the HOMO and
include exact exchange interaction. Since the evolution of the LUMO orbitals of the alizarin/TiQ system in the optimized
PE electron depends on the relative state energies, these errorstructure do not mix appreciably with the semiconductor states,
could potentially give us overly fast transfer times. We address because they are in the Tiand gap (Figure 4). They are,
this issue by comparing the time scales of electron relaxation therefore, very similar to the orbitals for free alizarin and lead
and back transfer in systems with these artificially small energy to very similar optical excitation energiésThe HOMO and
gaps, as well as in systems where the energy gaps have beenUMO of alizarin as computed by DFT are also very similar
changed to match the experimental values. to the corresponding Hartred=ock orbitals® which have a

The excitation energies can be evaluated more rigorously better defined physical interpretation and a more rigorous
when using the same set of KS orbitals by promoting an electron relationship to the optical excitation energiéghe HOMO is

J. AM. CHEM. SOC. = VOL. 129, NO. 27, 2007 8535



ARTICLES Duncan et al.

.. ° Ep— titanium layers because of the alternating orientation of the
o . : ¢ :"-' Alizarin/TiO, HOMO orbitals that maximizes their overlap.
fles * 4 % e -“', . The combined system also exhibits more interaction between
Lt - 3 ‘e ® s the L~ state and the semiconductor than thabiTiO, (Figure
o ULt ™ ‘: " 5). This can be seen from the fact that there is more density on
e e @ . the surface near thein the combined system. The integration
bl of the charge density also shows a shift of density toward the

surface along the-tl bond.

3.3. Electronic Structure of the Interface at Room Tem-
perature. The thermal energy of vibrational motion has a
dramatic effect on the electronic and even on the geometric
structure of the interface at room temperature. First, the binding
energy between neutral &nd the TiQ surface is smaller than
ksT, and as a result, the inolecule dissociates from the surface.
At the same time, the;Istate energy, which is close to the CB
when b is attached to the surface, drifts downward, away from
the CB edge. Second, thermal fluctuations in the atomic
positions increase the energies of the alizarin excited state and
of the b~ orbital that accepts the electron, relative to the CB
edge; compare Figure 6 with Figure 3. The effect is surprising,
since a priori one can expect fluctuations around the zero

. w @ R temperature values, and can be rationalized by considering the
ot e e treee | Alizarin/I,/TiO, LUMO qualitative dependence of the electronic state energies on the
we .4 ) ’.", atomic coordinates. The energies are at their lowest in the opti-

. *

N ;' . ‘ . ) mized geometry and tend to increase due to thermal distortions
Lot T .‘.f », of the optimized geometry. Since the Ti€ates are delocalized
‘. 4‘" ‘ over many atoms, they are less sensitive to the displacement of
oo M ‘é. N }. the atoms than the,ll,~, and alizarin states, which are localized
o over a finite number of atoms. Therefore, thermal vibrational

fluctuations do not appreciably affect the TiOB but do raise
the energy of the molecular electronic states.

The increase of the alizarin and of the ktate energies has
Figure 4. HOMO and LUMO of the alizarin/Ti@ and LUMO of the impor'.[ant implicgtions for the electron dynamics. The glizarin
combined alizarin~/TiO, system. The top part of each panel shows the state is now inside the CB more often, and therefore, it has a
electron density, while the bottom part depicts the projection of the density chance to interact and mix with the TiGtates, increasing the
onto the normal to the surface. Theelectron HOMO andr*-electron P -
LUMO of bound alizarin are very similar to the free alizarin HOMO and degree of deloca_llza_tlon of the PE_ Sta_te onto the semlconductpr.
LUMO because the dye states are in the semiconductor band gap, FigureT he thermal oscillations of the alizarin state energy move this
3, and do not mix appreciably with the TiGtates. The LUMO in the state across the CB edge and dictate the injection dyn&fnfiSs.
system that includes both alizarin and lis also similar to the free dye The approach of the,T state energy to the edge of the BiO
orbital. However, there is a significant amount of mixing with the FiO CB b ted to facilitate ET onto th diator. The stat
CB states that are formed by Ti d-orbitals, as should be expected due to canbe expgc ed o _ac' ltate onio the me. 1a _Or' e state
the energetic proximity of the alizarin excited state to the ;TGB. energy fluctuation of 4™ is slower than that of alizarin, 400 fs
vs 50 fs, and proceeds with a large amplitude, about 0.5 eV. In

. . the combined system, instead of moving closer to the CB, the
a orbital localized toward the hydroxyl end of the molecule |, state moves further away. In all cases, the thermal fluctua-
with a small amount of density on the surface titanium to which tions have a much smaller effect on the Fi€tates, as is
the dye is attached. The LUMO is evenly delocalized over the expected for orbitals that are delocalized over a large volume.
molecule, again with a very small amount on the semiconductor 3 4 vsiprational Motions Driving Electron Dynamics. The
surface. Even though the orbitals obtained for the optimized frequencies of the atomic vibrations that determine the oscil-
geometry are well localized on the dye, the degree of delocal- |51ions of the electronic energies are detailed in Figure 7, which
ization onto the surface changes during the course of the gq\s the spectral densitiethe Fourier Transforms (FTs) of
dynamics simulations, since thermal fluctuations can move the e autocorrelation functiongor the PE state HOMO(alizarin)
orbital into the CB, where it spreads over a series of CB states.gap in alizarin/TiQ, the CB edge HOMO(alizarin) gap in
In the L~ /alizarin system, the alizarin LUMO state is already alizarin/TiO,, the CB edge HOMO(I,™) gap in b~/TiO, and
relatively delocalized into the Tigslab, even in the geometry- 1o HOMO(b-)—HOMO-1(alizarin) gap in alizaring/TiO».
optimized configuration, since the alizarin LUMO is pushed the glizarin PE staleHOMO gap fluctuations reflect the
into the CB. The semiconductor states with which it mixes are ;iprations that participate in the intramolecular relaxation. They
made up of Ti d-orbitals. The integrated charge density that is 156 4 stronger dependence on the higher frequeneg C
shown below the orbital has two peaks for the second and fourthgretches and bends than do the fluctuations of the PE state

(97) Szabo, A; Ostlund, N. SMlodern Quantum Chemsitrylst revised ed.; e_nergy alo_ne’ which influence the Injection prOC@Sihe
McGraw-Hill, Inc.: New York, 1989. difference in energy between the two states has a stronger
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Figure 5. HOMO of the b~/TiO and alizarin/4"/TiO; systems. The top part of each panel shows the electron density, while the bottom part depicts the
projection of the density onto the normal to the surface. The HOMOs are formed by p-electrons of the iodine atoms. The density is higher on the outside
iodine atom in the 47 /TiO, system and on the inside iodine atom in the combined system, as evidenced by the density projectionsstakte dof the

combined system shows more mixing with the Ti€dirface states.

oscillation at higher frequencies than does either state alone,the trajectory shown in Figure 6b and is due to theskretching
and it has weaker oscillations at lower frequencies than the mode. In comparing the back-ET from Ti@ the chromophore,
individual states because the energy fluctuations of the PE state¢he CB edge-alizarin HOMO gap FT, and the electrolyte to
and the HOMO are more out of phase for high-frequency the chromophore, the CBedgelOMO(l,”) gap FT, one
motions than they are for low-frequency motions. observes that the back-ET to the electrolyte is promoted by much
In general, the fluctuations of the CB edgalizarin HOMO slower modes. Therefore, one may expect that the NA coupling
energy gap reflect the vibrations that participate in back-ET to between the Ti@ and b~ states should be weaker than that
the chromophore. Because the Fi€tate energy oscillations  between TiQ and alizarin. In either case, vibrations of the
are so small relative to alizarin’s, the FT of the CB edge  semiconductor have little influence on the relevant energy gaps,
alizarin HOMO energy gap essentially represents a single statesince the TiQ electronic states are delocalized over many atoms
energy fluctuation; it is very similar to the spectral density of and the electrorphonon coupling in bulk Ti@is weak. Note
the alizarin HOMO state, which is not shown in the figure. It that, in contrast to the bulk modes, the surface hydroxyl groups
is also much more similar to the PE state FT than it is to the can play an important role in the ET. Our earlier studies of the
alizarin PE stateHOMO gap FT; the dominant frequencies are electron injectiof? showed that the hydroxyl modes modulate
at midrange energies with the largest peak corresponding to 690the localization of the PE state and therefore change the electron
cmL. These midrange frequencies dominate because the alizarirdonor—acceptor coupling.
HOMO state is more delocalized across the dye than the PE  \When considering the ET between the electrolyte mediator
state, which occupies only a third of the chromophore. In the and the chromophore, one wonders whether the low-frequency
alizarin system, the PE state is often below the CB edge, and|,~ modes or the high frequency alizarin vibrations are more
therefore the fluctuations of the PE statdOMO gap also play  important. Interestingly, the HOMQ{1)—HOMO-1(alizarin)
a role in the back-ET to the dye. There are fewer midrange energy gap in the alizarin/i/TiO, system is much more strongly
frequencies present, but high-energy and low-energy oscillationsmodulated by the slow,t vibrations (bottom panel of Figure
have large amplitudes. 7). The alizarin peaks are visible, but they are very small. The
The spectral density of the CB edgelOMO(lz") gap in b~/ electronic state localization argument applies here as well. The
TiO, third panel in Figure 7, highlights the vibrations that play |,~ state localized over only two atoms is much more sensitive
an active part in the ET from the semiconductor to the to the interatomic distances than the alizarin state that spreads
electrolyte. The only significant peaks are at frequencies below gver 18 carbon and oxygen atoms (Figure 4).
100 cm~* and are due to,I" bends relative to the surface and | o\er frequency motions of the chromophore molecule are
the I-1 stretch®® The largest peak at 85 crhcorresponds 10 generally more important than the high-frequency modes. The
the 400 fs oscillation in the;T energy, which is prominentin  |ower frequency modes induce larger scale changes in the
(98) Zanni, M. T.: Greenblatt, B. J: Neumark, D. B1.Chem. Physl99§ 109, geometric struc_ture and, therefore, a_lre able to affect the energies
9648. of the delocalized molecular orbitals more strongly. This
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Figure 6. Evolution of the state energies in the alizarin/Zi@Q /TiO,
and alizarin/4/TiOz systems. Distortions in the optimal geometries, Figure
2, caused by thermal fluctuations have a significant effect on the state

energies, compared to the corresponding values at zero temperature, Figure

3. The TiQ states are affected least, as expected for delocalized states in
a large system. Both alizarin and~|states exhibit significant energy
fluctuations. The alizarin excited state often crosses into the TB) while

the |~ state closely approaches the band.

observation is true even for the PE statléOMO(alizarin) gap
that is primarily determined by the chromophore alone and,
therefore, depends only on intramolecular vibrations, top panel
of Figure 7. Additionally, intermolecular vibrations involving
alizarin appear in the dynamics of the electron injecton,
recombination, and transfer from the electrolyte to the chro-
mophore. Figure 8 shows a bending mode of alizarin with
respect to the Ti@ surface in the combined system. This
substantial movement of the chromophore has the potential to
significantly change the nature of the alizarin/Ti&hd alizarin/
I,~ interactions, again showing the need to include dynamics
in the characterization of a system’s properties.

3.5. Electronic Relaxation Inside the TiGQ CB. Following
the photoinduced electron injection from a chromophore to the
TiO, CB, which we studied in our previous wofk;’2 the
injected electron relaxes to the bottom of the CB. This process
is detailed in Figure 9, using the ITiO, simulation cell (Figure
2) and restricting the electron dynamics to the J{B states.

1.5 PE state = HOMO in alizarin/TiO,
1
0.5
0
i) 2 CB edge = HOMO in alizarin/TiO,
‘c 1.5
5
> 1
S 05
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Figure 7. Fourier transforms of the autocorrelations of the following energy
gaps, from top to bottom: PE statelOMO(alizarin) in alizarin/TiQ, CB
edge-HOMO(alizarin) gap in alizarin/Ti@ CB edge-HOMO(lz™) in I~/
TiO2, and HOMO(b~)—HOMO-1(alizarin) in alizarind~/TiO,. The fre-
quencies identify the vibrations that facilitate the electron back-transfer.
The back-transfer from Ti©to alizarin occurs by coupling to high- and
low-frequency modes, while the back-transfer 10 bccurs by coupling
only to low-frequency modes. Both types of modes are available during
the transfer between alizarin ang'| but the low-frequency modes of 1
dominate. The large amplitude seen with the inodes agrees with the
substantial fluctuation of theT energies in parts (b) and (c) in Figure 6.

between the initial and final states. The data shows that many
hops induce small energy changes; some hops occur upward in
energy, and large negative hops make a strong contribution to
the energy relaxation.

Figure 9b shows the population of the CB edge as a function
of time for the different injection energies that are shown in
part (a). The data indicate that the movement of charge to the

While in the alizarin/TiQ system the electron injection occurs band edge happens at approximately the same rate regardless
near the bottom of the CB, and the intraband electron relaxation of the position of the PE state. This supports the idea that
is not needed; in the majority of dye-sensitized semiconductor transfers between energetically separated states make a contribu-
systems the electron is injected well inside the CB. Part (a) of tion to the movement of the electron downward through the
Figure 9 shows the DOS of the Ti@B, with the arrows indi- band; otherwise the HOMO population rise would be faster for
cating the four different electron injection energies considered PE states low in the band (green 3) than for those high in the
in the present study. The blue arrow 4 corresponds to the bandband (black 1). The fast transfer from the upper regions of the
edge where alizarin typically injects, while the other three arrows DOS to the band edge is due to the fact that there are states
represent hypothetical chromophores injecting around the DOSthroughout the CB that have large spatial overlaps with the band
local maxima. The insert in Figure 9a gives the hopping edge states. Because the DOS is larger at higher energies, the
probability distribution as a function of the energy difference transfer between the high energy states is fast, and one of the
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cell, these states are separated from each other by about 10 meV.
As the PE state occupation decreases, the occupation of the state
below it, PE state-1, increases; the occupation of the state above
it, PE state-1, increases as well, but not as much due to the
Boltzmann factor. The population of the state that is two states
below, PE state-2, also increases. It reaches a maximum after
PE state-1, indicating that some transfer to PE state-2 occurs
through PE state-1. But since its maximum is much smaller,
almost by a factor of 2, there is substantial transfer from PE
state-1 to lower states that bypasses PE state-2. It is possible
that the transfer from PE state-2 to PE state-3 is faster than the
transfer from PE state-1 to PE state-2, and that is why the
maximum is smaller, but this pattern of smaller occupation
bumps is seen for each successive state; this is additional strong
evidence for the importance of transfers between energetically
separated states.

Interestingly, the CB edge state population increases faster
than the CB edgel and CB edge 2 state populations (Figure
9d). This suggests that a fraction of the electrons are transferring
to the edge state and then moving upward in energy to the
neighboring states.

3.6. Electron Recombination with Electrolyte.The presence
of the L~ species does not significantly affect the initial stages
of the electron relaxation inside the TAGB (cf. Figures 9 and
10). The DOS of the combined/TiO, system shown in part
(a) of Figure 10 contains a new component originating from
the I~ state (see also Figures 3 and 6), but only at low energies.
The transfer of the electron between the band states directly
after injection from the PE state is almost exactly the same
(Figure 10c) which is to be expected, since the two simulations
differ only in the presence of the state below the band edge.

A minor difference during the initial time period is seen in the
population of the lowest energy states in each system. The CB
edge in the system with ng@1is populated at a slightly faster
rate than the population rate of the ktate in the other system.
There is no obvious relationship between the rate increase of
the population of the,l state (Figure 10b) and the position of
the PE state in the CB (Figure 10a). In each case it is populated
by an exponential time constant of approximately 190 fs.

The longer time dynamics with and without™I differ
Figure 8. Two different positions of alizarin in the alizaripfITiO, system significantly however (Figure 10d) since the_eleCtron leaves the
illustrating the extent of the thermally induced fluctuations modulating the CB and transfers onto the electrolyte mediator. The CB edge
electronic state energies, Figure 6. The atoms are denoted the same as thosstate is populated only transiently. The buildup of the electron
in Figure 2. density at the CB edge is appreciable, about 20% (this is due
states with strong coupling to the band edge is usually populatedto the fact that the transition from the edge state to jhestate
quite quickly. Since there are a number of states close to eachis not as fast as the transitions between the neighboring
other in energy at the bottom of the band, the relaxation Createssemiconductor StateS), but this bUIldUp is short-lived. Eventually
a quasi-equilibrium set of populations of these states, corre- the electron moves to the' state, which is far enough below
sponding to room temperature. This quasi-equilibrium is the CB thatthe Boltzmann factor makes upward transitions very
responsible for the large fluctuations in the band edge populationunlikely. This is why thed™ state population approaches 1, part
that persist after 300 fs. Larger numbers of initial conditions (P), and the edge populations decrease to 0, part (d). Note that
and SH trajectories lead to better averaging and smoother bandhe k™ population rises substantially even before the CB edge
edge populations. In the presence of electron harvesters, suct$tate reaches its maximum, part (d). This is because there are
as a chromophore or an electrolyte, the electron can relax further transitions from states higher in the CB directly to thedtate.
and the population of the band edge state will decrease. This As discussed above, the energy differences between the KS
process is considered in the later sections. orbitals in the DFT calculations seriously underestimate the size

The movement of the electron immediately after injection is of the gaps between the states. In particular, the experinfiental
detailed in part (c) of Figure 9. Shown are the evolution of the redox potential of the /13~ mediator is 0.5 eV lower relative
populations of the PE state and its nearest neighborstdp (  to the TiG, CB than the gap between the Ti®and edge and
and down {1, —2) in energy. As represented by the simulation 1,~ orbitals reported in Figure 3. In order to test the significance
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Figure 9. Electron relaxation in the Ti©CB following electron injection at different energies; see Figure 1. (a) Density of states for the CB; the arrows
mark the electron injection energies; the insert plots hopping probability as a function of hop energy. Hops down in energy are more probableghan hops

in energy, causing overall energy relaxation. (b) Dynamics of the population of the lowest energy CB state for different injection energies bypbeifi

arrows in part (a). Line 4 describes the situation, in which the electron is injected to the CB state. Nearly independent of the injection enengyrealelet

the band edge within 100 fs and are distributed among several band edge states with Boltzmann probabilities. (c and d) Short and long time dgnamics of th
populations of states near the photoexcited (PE) and CB edge states after the high energy injection described by arrow 1 in part (a). The imected elect
spreads over many states, relaxes down in energy, and eventually localizes at the CB edge.
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Figure 10. Electron relaxation in the;1/TiO; system. (a-d) Analogous to the corresponding parts in Figure 9. The differences arise due to the presence
of the L~ state located inside the Tiand gap; see Figures 3 and 6. Notice the extra density of states in part (a)-b&BwV. The 3~ state is populated
by 90% or more within 0.5 ps independent of the injection energy. The time constant shown in part (b) is derived from the exponential fit of the data.

of the discrepancy between the experimental and theoreticalresult indicates that the electrolyte can efficiently scavenger the
energy gaps, we shifted thg Istate energy down by 0.5 eV in  photoinjected electron, provided that both the electron and the
the L=/TiO, system and repeated the calculations. In this case, electrolyte mediator approach each other near the Jiface.

the repopulation of the,T state time scale increased from 190 3.7. Back-ET to the Dye.The rate of the back-ET from the

to 230 fs and none of the above conclusions changed. EitherTiO; surface to the alizarin chromophore is reported in Figure
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1

The value of the time constant for back-ET depends on

0.8 a) whether the orbital energy gap (Figure 3) or the experimental

5 Alizarin 1=660fs valué®? is used for the alizarin photoexcitation energy. The 660
g 0.6 fs time reported in Figure 1la is obtained using the orbital

204 LUMO+1 energies. Repeating the NA dynamics with the gap scaled to
o 0.2 the experimental value gives 1100 fs. The difference is
o substantial; it falls, however, well within the range of the

experimental valugg3343454955 The back-ET to the chro-

0 1 2 3 mophore is substantially slower than the transfer from the CB
to the electrolyte (Figure 10) indicating that if the electrolyte
mediator is able to approach the surface, it becomes a more
b) efficient electron acceptor than the chromophore.

3.8. Electron Relaxation in the Presence of Both Chro-
mophore and Electrolyte.In the combined system (Figure 11b)
the electron can leave Ti®y going either to the chromophore
or to the electrolyte mediator. Since the PE state extends further
into the band in the combined system than it does in the system
with just alizarin, part (a), the initial occupation of the LUMO
0 1 2 3 is substantially lower, around 20%. The electron dynamics

Time, ps involve multiple components, the fastest of which represents
electron relaxation to the LUMO, which is the bottom of the
] CB. Simultaneously with the relaxation inside the band, the
0.8 l; Alizarin electron starts transferring to™1 and then to alizarin. The
0.6 maximum values of the transient occupations of the CB edge

(LUMO) and L~ are around 40%. The time constant for

0.4 populating the alizarin ground state is 590 fs, which is on the
0.2 same order as the corresponding time constant in the absence

0 of I~ (Figure 11a). It is important to realize that a large amount
of the transfer to the alizarin ground state, 33%, derives directly
from states in the CB and, therefore, bypasses thestate

Time, ps entirely. As with the alizarin/Ti@ system, scaling the energy
Figure 11. Electron relaxation in the alizarin systems. (a) Population levels to the experimental values slows down the back-ET. The
dynamics of the photoexcited electron in the alizarinbT$§@stem. Initially, transient occupations of the LUMO angl Istates reach higher

the electron occupies the alizarin excited state, which is the system’s LUMO e .
70% of the time, the system’s LUMEL 10% of the time, etc.. see Figure values. However, the overall qualitative picture of the electron

6. The electron relaxes to the alizarin ground state on the 660 fs time scale,felaxation remains the same.

as determined by the exponential fit of the alizarin ground state population.  An additional complication in the combined system arises
(b) Population dynamics of the photoexcited electron in the alizarih/I . . R .
TiO, system. As in part (a), the electron occupies the alizarin excited state because the, Prb'tal that is above the alizarin ground Stf”‘te.'s

at time zero. Theyl state is energetically between the alizarin ground state already occupied by an electron before the photoexcitation.
and the TiQ CB (see Figures 3 and 6) and actively participates in the Therefore, as soon as the PE electron leaves the dye on the 6 fs

relaxation. The electron reaches the alizarin ground state on the 590 fs timetime scalé367.88the |, electron can transfer to the dye; it cannot
scale, slightly faster than in the absence of. [(c) Regeneration of the ’ ’

neutral dye by electron transfer from the Iredox mediator to alizarin. move up to the Ti@because of the large energy gap between
The rate of the dye regeneration is strongly dependent on thelgye the L~ state and the Ti©@CB (Figures 3 and 6). When the
distance, which is not fixed by chemical binding, and is generally smaller excited alizarin state in the combined system is the PE state,
than the rate of the back-transfer of the electron trapped at thesTiace the t fer t . th d th te of t f

to alizarin, parts (a) and (b). The distance dependence is evident in the e transfer tod- 'S. on € same order as the rate ol transier
stepwise character of the transfer, which accelerates wheapproaches ~ from Iz~ to the alizarin HOMO. The presence of the extra
the dye. mediator electron, therefore, increases the rate of overall back-
11a, which plots the time-dependent populations of the alizarin ET to the chromophore. When thg"Istate in the combined
HOMO and three unoccupied orbitals above it, calculated for System is the initial state of the simulation, however, the rate
the alizarin/TiQ system (Figure 2). Following the photoexci- Of transfer to the alizarin HOMO is significantly slower (see
tation and the ultrafast injection that were studied in our earlier Figure 11c analyzed below). We believe that this slower rate
work87-72 the electron returns to the chromophore on a fepresents the actual rate of transfer between the mediator and
significantly slower time scale. The initial populations of the the chromophore ground state, in which case the PE electron
LUMO, LUMO+1, and LUMOt2 are determined by the reaches i~ faster than an electron fromy1 moves to the
location of the PE state relative to the CB edge. Since the PE chromophore, and the presence of the extra electron ingthe |
state is often below the CB edge and therefore is the LUMO, State cannot change the overall sequence of electron relaxation
the LUMO population is about 60% at the beginning of the events.

dynamics run. The portion of the electron that is in higher states The reason why the transfer rate between two states is
moves down to the edge states in approximately 100 fs; this dependent on the initial state of the simulation is rooted in the
can be seen in the slight initial increase in the populations of FSSH procedure. In his 1990 paper on FSSH, Tully suggested
the edge states. that the coefficients that are used to determine the probability

©=590fs

Population

Population
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of a hop, eq 8, should be integrated continuously to retain a lesser extentyt states onto the surface, Figures 4 (top panel)
electronic quantum coherence effe¥tshey are not reset after ~ and 5. Further evidence supporting the through-bond contribu-
a hop between states. In our simulations this leads to thetion to the electrolytechromophore ET is provided by the
following: when the electron is initially placed in the excited increased delocalization of thg Istate onto the surface in the
alizarin state and the electron density is evolved, the coefficients combined system; cf. the lower and upper panels of Figure 5.
associated with the,T state and the alizarin HOMO increase )

relatively quickly. This rapid increase is due to the fact that the 4- Conclusions

PE state is usually spread across both the chromophore and the |, this paper we have analyzed the electron dynamics at the

semiconductor surface and, therefore, has a relatively stronggjizarin-TiO, interface separately and in the presence of an
coupling to both the alizarin HOMO and thg Istate, which is  gjectrolyte mediator. The system represents the interface in a
slightly delocalized onto the TlpBy '_[he time an electron _has Grazel type solar cell and is also a good general model for
hopped to the mediator, the coefficiemy in eq 9, wherek is studying the electron dynamics in systems with molecular/bulk
the alizarin HOMO and is the b state, is large enough that  components. We described the electron injection from the
the probability of a hop between the states is large. The situation nglecule to the semiconductor in an earlier pai¥drere we
is very different when the electron is initially placed inthe | haye concentrated on the dynamics that occur after the initial
state and the electron density is evolved. In this case theansfer, including the relaxation of the injected electron inside
coefficient corresponding to the alizarin HOMO state rises much the TiO, CB, recombination of the injected electron with the
more slowly, because the coupling between the alizarin HOMO cnhromophore-cation, electron loss from the semiconductor to
and the }~ state is so small. This means that the probability of an electrolyte mediator, and regeneration of the neutral chro-
transfer between the state and the alizarin HOMO remains mophore by ET from the mediator. The relaxation inside the
small throughout the SH trajectory, and the ET is slow. CB is a source of voltage loss in the solar cell. The transfer
Periodically resetting the coefficients after hops take place back to the dye cation and to the electrolyte is particularly
would cause the probability of a hop to be independent of the important, as it represents a short circuit in thét@ehcell that
initial state of the simulation. In the system with the mediator, leads to a loss of current.
this would cause the transfer from the PE state to the alizarin By including dynamics in the simulations, we have been able
HOMO to be slightly slower, because the transfer through the to demonstrate the differences between the geometric and
I~ state would take longer. The effects of quantum deco- electronic structure of the systent & K and at ambient
herenc& 8% on the ET processes at the chromophore temperature. Having characterized the electronic properties of
semiconductor interface require further investigation. We expect the interface in its optimal geometry, we have detailed the
that back-ET will be slightly slowed down by the loss of vibrational modes that contribute to the ET processes, all of
quantum coherence. which proceed by strong coupling to vibrations via the NA
3.9. ET from the Electrolyte to the Dye.In a solar cell, the mechanism. Thermally activated atomic motions not only affect
positive charge created in the chromophore by the photoexci- the system geometry, in one case resulting in a dissociation of
tation and interfacial electron injection is quenched by the an adsorbed species, but also greatly change the electronic
negative charge that is brought in by the redox mediator. The properties, such as donreacceptor coupling, state energies, and
two species carry opposite charges and are therefore electricalljocalizations. A rich and sometimes unexpected interplay
attracted. Since the chromophore is chemically attached to thebetween the electronic and vibrational dynamics has been
semiconductor surface, the electrolytehromophore interaction ~ observed.
occurs at the surface, as represented by the alizarffiO, We have simulated the NA MD in real time and at the
simulation cell (Figure 2). Figure 11c considers the dynamics atomistic level using a mixed quantum-classical approach that
of this ET process. An electron placed in the ktate moves combines TD DFT with SH in the KS representation. This
down in energy to the alizarin state relatively slowly. It may method, unlike the Ehrenfest and classical path techniques used
seem surprising that this transfer is so slow, since the two statespreviously, maintains detailed balance and allows us to model
are closer in energy than, for instance, the @B and alizarin electron relaxation. The simulation carried out for the entire
states, between which the relaxation is faster (see parts (a) ancgystem that contains many electronic states have shown that
(b) in Figure 11). The reason is that the rate of the ET between the relaxation to the edge of the CB occurs on an ultrafast time
I,~ and alizarin is determined by the electron donacceptor scale, with the rate independent of the energy of the injected
coupling, which must be substantially weaker for the spatially electron relative to the CB edge. This occurs because, as
separated molecules than for the alizafinO, surface donor electrons progress down the band, they populate states that have
acceptor pair, which is chemically bound. Indeed, the nonex- strong coupling with band edge states. Large downward hops
ponential rise of the occupation of the alizarin ground state that in energy between these states and the band edge states make
can be seen in Figure 11c indicates that the ET strongly dependsa significant contribution to the dynamics.
on the chromophoremediator distance. The step in the state  The electron loss to the chromophore and the electrolyte
occupations seen in the figure is due to the change in the relativemediator has been investigated under the assumption that the
positions of the donor and acceptor species, involving notable electron is already trapped near the surface. Our earlier
fluctuations of the location of the1 and the slow frequency  simulations have shown that the injected electron rapidly
wagging motion of alizarin relative to the surface (Figure 8). delocalizes into the bulk. Nevertheless, in the presence of trap
The electron coupling between alizarin and inay occur not states the electron is less likely to leave the surface, and it can
only through space but also through bonds involving the,TiO always return due to its attraction to the chromopharation,
surface, as indicated by delocalization of both alizarin and, to the electrolyte, or simply because of the large surface area of
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the dye-sensitized semiconductor. We have found that the backespecially if the electronic states are localized on those atoms,
transfer of the electron trapped near the surface to the electrolyteas well as in chromophores with more delocalized states, as in
can occur on a picosecond time scale, regardless of the electroperylene’” Somewhat surprisingly, the rate of back-ET is not
injection energy. This assumes that the mediator can closelyparticularly sensitive to the exact value of the energy gap
approach the surface, which is reasonable since the electrolytebetween the Ti@Q CB and the chromophore ground state, as
is attracted to the oxidized chromophore and must remain nearlong as the gap remains large.

the surface in order to reduce the chromophore. Our simulations = Transition-metal-based chromophores that are most com-
that model the back-ET from the semiconductor to the chro- monly used in Gitzel cells take advantage of the dependence
mophore have shown that this transfer occurs on a picosecondof the NA coupling on both the electronic overlap and the
or longer time scale, in agreement with the experimental vibrational velocity. In such chromophores the ground state is
values30:33:43454955 We also showed that, in the presence of localized away from the surface and on the transition metal.
the electrolyte mediator, the back transfer from the semiconduc- The latter is a heavy element, and therefore, the frequency of
tor to the dye occurs on a similar time scale. Even with the the vibrational motions that couple the ground state localized
presence of the mediator close to the dye and the surface, theon the transition metal is low.

electron often transfers directly from the CB edge back to the  |onger bridges will slow down both electron injection and
dye. recombination. Due to the decrease of the chromophore

We have shown that an electrolyte molecule can approachsemiconductor coupling, the mechanism of the injection will
the surface near the attached chromophore and then transfer aghange from adiabatic to NA, as seen already when the
electron onto the chromophore, preparing it for the next hydroxylic group is replaced with the carboxylic grotf§éEven
photovoltaic cycle. The simulation results indicate that the though longer bridges slow down back-ET and, therefore current
electrolyte-chromophore coupling can occur both through space |oss, efficient injection by the NA mechanism requires a high
and with the help of the surface states. Once the electrolyte density of acceptor states. As a result, the injection must occur
species passes its charge to the dye, it is no longer stronglyrelatively high inside the Ti@ CB, such that the ensueing
attracted to the surface and will diffuse away. relaxation inside the band will result in voltage loss.

The unique perspective provided by the atomistic simulation  As we pointed out earli€¥’, electron injection from alizarin
indicates that the rates and mechanisms of the interfacial ETinto the edge of the CB can be used to decrease loss of energy
processes depend on the molecular structure of the chromophorgind voltage in the Gtael cell. At the same time, back-ET and
and the bridge connecting the chromophore to the surface. If cyrrent loss are increased. Our simulations show, however, that
the bridge is short, as in the case of alizarin and catechol, thean electron injected into a defectless Fi€urface delocalizes
chromophore-semiconductor coupling is strong and the electron jnto the bulk significantly faster than it transfers back onto
injection proceeds by the adiabatic mecharfi$fit."°The back- ajizarin. Surface defects and unsaturated dangling bonds present
ET is also fast; however, it necessarily proceeds by the NA the real problem, since they will trap the injected electron,
mechanism, since the energy gap between the bottom of theg|lowing back-ET to occur. Surface annealing as well as the
TiO, CB and the chromophore ground state is large. The high requction of the NA coupling by proper choice of the chro-
back-ET rate seen in the alizarin system is due to strong NA mophore properties as discussed above can be used to reduce
coupling. The latter depends on both the overlap between thepack-ET, while minimizing energy relaxation losses.
initial and final electronic states and the velocity of the  The results reported here and in our earlier publicatifig°

vibrational motions, see eq 7. _ _ agree quantitatively with the available experimental ¥af4
The dependence of the NA coupling on the electronlp overlap ang create a complete, real-time, atomistic picture of the electron
suggests that back-ET can be reduced by choosing Chro'dynamics at the alizariTiO, interface.

mophores with ground states localized away from the surface.

Alizarin in particular presents a poor choice from this point of ~ Acknowledgment. The authors are grateful to Michael
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state electron density and reduce back-ET. The return of the
electron to alizarin is rapid also because it is facilitated by
relatively fast vibrational modes (top panel of Figure 7). The
frequency of the vibrational modes that couple electronic states
is generally lower in chromophores containing heavier atoms, JA0707198
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